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Abstract

The problem of choosing an appropriate total order is crucial for many applications that make use of extensions of fuzzy sets. In
this work we introduce the concept of an admissible order as a total order that extends the usual partial order between intervals. We
propose a method to build these admissible orders in terms of two aggregation functions and we prove that some of the most used
examples of total orders that appear in the literature are specific cases of our construction.
© 2012 Elsevier B.V. All rights reserved.
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1. Introduction

In recent years there has been an increasing interest in the use of extensions of fuzzy sets such as interval-valued
fuzzy sets [14] and Atanassov’s intuitionistic fuzzy sets [1] in many different fields such as image processing [4,7],
decision making [11], classification [10] or consensus [3]. For many of these applications there is required an order
relation that should be fixed and that plays a crucial role for the proposed results. In decision making, for instance, [6] a
set of alternatives {Ay, ..., A,} and a set of criteria {C}, ..., Cy} are given and it is necessary to determine which is the
alternative that best suits the criteria. In order to do so, a very widely used method consists of assigning a value (either
numerical or of some other type) to each of the alternatives, and to use this value to create a ranking of alternatives.
If the values that are assigned to the alternatives are interval-valued (or L-valued, in general, for some lattice L) two
problems arise:

1. How to fix a linear order, namely, an order that allows to compare any possible two intervals arising in the valuation
of alternatives, and
2. To determine in which sense this order is appropriate for dealing with the considered problem.
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Focusing on interval-valued fuzzy sets, in most part of the literature, only one linear order, namely, that of Xu and
Yager [13] is considered. The main goal of the present work is to present a general method that allows to build different
linear orders, and that in particular, covers the most widely known and used linear orders in the literature, such as Xu
and Yager’s or the lexicographical ones. We do not consider here the crucial second question, i.e., which is the most
appropriate linear order for a given application.

The construction method that we propose here is based on the use of two aggregation functions. In this sense, it
provides an easy-to-use tool in order to generate new total orders between intervals. Moreover, our method can be
easily extended to use either more aggregation functions or functions other than aggregation functions as long as some
basic properties are fulfilled.

The structure of this paper is the following: we start with some preliminaries and, in Section 3, we present the main
results of the paper, including the definition of admissible orders, its connection with K, operators and some other
properties. We finish with some conclusions and the references.

2. Preliminary notions

We start recalling some well-known concepts that will be useful for subsequent developments in the paper.

An n-ary aggregation function (n € N, n>2) on the unit interval is a function A: [0, 1]* — [0, 1] that is increas-
ing, i.e., for all x,y € [0, 1]", A(X)<A(y) whenever x<y, and satisfies the boundary conditions A(0, ...,0) = 0,
A(l, ..., 1) = 1. For more details on aggregation functions we refer, e.g., to [8].

In this definition the usual partial order of real n-tuples is considered, i.e.,

X =1, ..., )<y =1, ..., yn) ifandonlyif x; <y, ..., x,<yy.

It is clear that this definition also makes sense for any non-empty set L endowed with a partial order < and having a
greatest and a smallest element with respect to <.

Recall that given a non-empty set L, a partial order < on the set L is a binary relation on L which is reflexive,
antisymmetric and transitive, i.e.,

e foreacha € L, a < a (reflexivity),
e foralla,b e L,ifa < band b < a, then a = b (antisymmetry),
e foralla,b,c € L,ifa <band b < c, then a < ¢ (transitivity).

Note that we will write a < b if a couple (a, b) is in a relation < but a#b. A set L with a partial order < is called a
partially ordered set (poset) and denoted by (L, <). If in a poset (L, <) any two elements a, b are comparable, i.e.,
either a < b or b < a, the partial order < is called a linear order (and then L is called a chain).

If there is an element a € L such that for each x € L it holds x < a, then a is called the greatest element
(top) of a poset (L, <) and denoted by 1. Similarly the smallest element (bottom) Oy of a poset (L, <) is
defined.

Given a poset (L, <) with a bottom Oz and top 1, an aggregation function A on L with respect to an order <
(x-aggregation function) is defined as a mapping A: L" — L with properties

e A0z, ...,0p) =0, A(y,...., 1) =1y,
o A(xy, ..., xp) X A(y1, ..., yu) Whenever (x1, ..., x,) < (V1, ..+’ Yn),

where (x1,...,x,) < (31, ..., yn) if and only if for eachi = 1, ..., n, x; < y;. For more details on aggregation
functions on posets we refer to [9].

Finally, recall that if (L, <) and (L2, <3) are two posets, a mapping ¢: L1 — L, is an order-preserving mapping
(order homomorphism) if for all a, b € L1,

a X1 b= ¢(a) <2 @(b).

An order homomorphism ¢: L; — L, is called an order isomorphism whenever it is bijective and its inverse ¢~ !: L, —
L1 is also an order homomorphism.
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3. Orderings of intervals

3.1. Admissible orders

As mentioned above, this paper is devoted to the study of possible orderings of intervals. It is clear that to each
interval [a, b] C R we can assign uniquely a point (a, b) € R? and that intervals can be ordered by means of orders
of points in R%. The usual partial order in R?, given by (a, b)<»(c,d) < a<c A b<d, induces the partial order of
intervals which will be also denoted by <»,

la, b]<:[c,d] & a<c A b=d. ey
Let us denote by L([0, 1]) the set of all closed subintervals of the unit interval,

L([0, 11) = {[a, b]|0=a=b=1}.
Observe that if

K([0. 1) = {(x, y) € [0, 1|x=y},

there is a natural bijection i from L([0, 1]) onto K ([0, 1]), given by i([a, b]) = (a, b). A partial (linear) order < on one
of these sets induces a partial (linear) order on the other, [a, b] < [c¢,d] & (a, b) <X (c, d).

The set L([0, 1]) with the relation <, given in (1), is a poset with the smallest element 07 = [0, 0] and the greatest
element 1; = [1, 1]. However, some situations, e.g., the definition of interval-valued ordered weighted means [12],
require a linear order of intervals. In the next part, we are interested in extending the partial order <; to a linear order
(in several ways). We first define the notion of an admissible order.

Definition 3.1. Let (L([0, 1]), <) be a poset. The order < is called an admissible order, if

(i) =< is a linear order on L(][O0, 1]),
(i1) for all [a, b], [c, d] € L(]0, 1)), [a, b] < [c, d] whenever [a, b]<;[c, d].

Simply said, an order < on L([0, 1]) is admissible, if it is linear and refines the order <;.
In the same sense we will use the notion of an admissible order on K ([0, 1]).

Example 3.1. Motivated by the lexicographical order of points in R?, define the relations on L([0, 1]) as follows:

() [a,b] Zpex1 [c,d] & a<cvVa=cAb<d,
(1) [a, b] Zpex2 [c,d]l b <dVvb=dna=<c.
It is clear that both these orders are admissible. Note that the order <7 ,.,1 applied on points in R2, is the standard
lexicographical order in R2.
(iii) Consider the order <yy on L([0, 1]) introduced by Xu and Yager in [13]:

[a,b] Xyx [c,d] & a+b<c+dVa+b=c+dAb—a<d—c.

The order <yy is also a linear order refining the order <;, thus, an admissible order.

Proposition 3.1. Let < be an admissible order on L([0, 1]). Then 11 = [1, 1] and O = [0, 0] are the greatest and
the smallest elements of (L([0, 1]), X), respectively.

Proof. The result follows from the fact that [1, 1] is the greatest element of the poset (L([0, 1]), <»), and [0, 0] is its
smallest element, and that < is an admissible order, that is, a refinement of <,. [J

Observe that any aggregation function A : [0, 11> — [0, 1] induces on K ([0, 1]) (and thus by isomorphism also
on L([0, 1]) a relation <4 given by (a, b) <4 (c, d) if and only if A(a, b) < A(c, d). This relation is reflexive and
transitive, and it refines the standard partial order <, i.e., (a, b) <3 (c, d) implies (a, b) <4 (c, d). However, <4 needs
not be antisymmetric, in general.
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Theorem 3.1. Let < be an admissible order on K ([0, 1]). Then it cannot be induced by means of a single continuous
function f : [0, 11?7 = [0, 1].

Proof. Let < be an admissible order on K ([0, 1]) and suppose that there is a continuous function f : [0, 11?2 = [0, 1]
such that < coincides with <. Due to the linearity of =<, frestricted to K ([0, 1]) is a continuous bijective mapping.
However, this fact is in contradiction with the classical result of Brouwer [2] concerning the isomorphism of the unit
square and the unit interval, excluding the continuous bijections. [J

3.2. Generation of admissible orders

If we focus on the orders provided in Example 3.1, we can see that they are generated by appropriate mappings
acting on the bounds of the intervals. To be precise, let us first introduce the following definition.

Definition 3.2. Let < be an admissible order on L([0, 1]). The order < is called a generated admissible order if there
exist two continuous functions f, g: K ([0, 1]) — R such that for all [a, b], [c, d] € L([0, 1]),

la,b] < [c,d] < [f(a,b), g(a,D)] Zrex1 [f(c,d), g(c, D)]. 2)

If < is a generated admissible order on L([0, 1]) in the sense of the previous definition, the pair of functions (f, g)
is called a generating pair of the order <.

Example 3.2. The admissible orders introduced in Example 3.1 are generated admissible orders with the following
generating functions:

() frex1(x,y) =X, grex1(x,y) =y,
(1) fLex2(x,¥) =Y, Lex2(x,y) =X,
(i) fyx(x,y)=x+y, grx(x,y) =y —x.

Observe that if < is a generated admissible order, then it can be generated by different generating pairs. For example, it
is easy to see that the pair (max{x, y}, (x 4+ y)/2) is another generating pair for <r..>. If we take f1(x, y) = max{x, y}
and g1(x, y) = (x2 + 2y2)/3, then the pair (f1, g1) also generates <y 2.

Similarly, the pairs of functions f>(x, y) = xy and g2(x, y) = y — x and f3(x, y) = \/xy and g3(x,y) = (y — x)?
generate the same admissible order on L([0, 1]) (different from Lex2).

Let us summarize several properties of generating functions.

Theorem 3.2. Let < be a generated admissible order on L([0, 1]) with a generating pair (f, g). Then

@ f0,0) < f(1, D),
(i) the function fis jointly strictly increasing on K ([0, 1]) with respect to the order <,
(i) if f(a,b) = f(c,d)and g(a, b) = g(c, d), then (a, b) = (c, d),
(iv) if the function g is increasing on K ([0, 1]) with respect to the order <,, then the function f + g is strictly
increasing.

Proof. Assume that (f, g) is a generating pair of the given admissible order < on L([0, 1]). From [0, 0]<,[1, 1] it
follows that either f(0,0) < f(1,1) or f(0,0) = f(1, 1). However, in the latter case, a contradiction with Theorem
3.1 can be shown, thus (i) holds. Similarly, the joint strict monotonicity of f can be shown, proving (ii).

(iii) is straight from the definition of general admissible order.

Finally, suppose that g is an increasing function on K ([0, 1]) with respect to the order <;. By (ii), fis also increasing,
thus f 4+ g is increasing, i.e., for all points in K ([0, 1]), if (x1, y1) <2 (x2, ¥2) then f(x1, y1) + g(x1, y1)<f(x2, y2) +
g(x2, y2). To show the strict monotonicity of f + g, suppose that (x1, y1) <2 (x2, y2) and f(x1, y1) + g(x1, y1) =
S(x2, y2) + glx2, y2). If f(x1, y1) = f(x2, y2), then also g(x1, y1) = g(x2, y2), thus, by (iii) (x1, y1) = (x2, y2),
which is in contradiction with our assumption. So f(x1, y1) < f(x2, ¥2), which ensures the property (f + g)(x1, y1) <
(f +8)(x2,y2). O
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Evidently, due to properties (i) and (ii) of a generating pair ( f, g), there is an aggregation function A: [0, 1]*> — [0, 1]
such that f(a, b) = f(0,0)+(f(1, 1)— f(0,0))A(a, b),i.e.,fis a strictly increasing linear transform of an aggregation
function A (restricted to K ([0, 1])).

Moreover, observe that in general, the converse of property (iii) does not hold. For instance, consider the functions
f(x,y)=xand g(x, y) = 1/(y 4+ 1), which clearly satisfy the property (iii), because if f(a, b) = f(c,d)thena = ¢
and g(a, b) = g(c,d) implies b = d. Denote the relation generated by the pair (f, g) by <, and consider intervals
[a, b] and [a, d] with b < d. Then [a, b]<;[a, d], but [a, b] <X [a, d] if and only if d <b, which means that the relation
< is not a refinement of <,, i.e., < is not an admissible order.

We conjecture that not each admissible order can be generated by means of just two generating functions.

Example 3.3. Consider the functions f, g: K([0, 1]) — R, defined by f(x,y) = x +y and g(x, y) = 2x — y)°.
Let < be the relation on L([0, 1]) defined by [a, ] < [c, d] if and only if

(1) f(a,b) < f(c,d)or
(i1) f(a,b) = f(c,d) and g(a, b) < g(c, d) or
@iii) f(a,b) = f(c,d)and g(a, b) = g(c,d) and a<c.

The relation < is an admissible order on L([0, 1]), but it cannot be generated by functions f and g only, because, for
example, (i) and (ii) cannot distinguish the intervals [0.3, 0.45] and [0.2, 0.55]. More general, observe that although

2a a .
|:? —0.1,04 + 5} < [0.3,a] ifa €[0.3,0.6],

2a a .
|:? —0.1,0.4 + §i| > [0.3,a] ifa €]0.6,1],

for a € [0.3, 1] we have

2a a 2a a
f ?—0.1,0.44—5 = f(0.3,a) and g ?—0.1,0.44—5 = 2(0.3, a).

3.3. Admissible orders generated by aggregation functions

In Definition 3.2 we have introduced generated admissible orders. Now, we restrict the class of generating functions
to special aggregation functions.

Proposition 3.2. Let A, B: [0, 11?2 = [0, 1] be two continuous aggregation functions, such that for all (x, y), (u, v) €
K ([0, 1]), the equalities A(x, y) = A(u, v) and B(x, y) = B(u, v) can only hold if (x, y) = (u, v). Define the relation
=<a.g on L([0, 1]) by

[x, y] <a.B [u, v] if and only if

A(x,y) < A(u,v)or A(x,y) = A(u, v) and B(x, y)<B(u, v). 3)

Then <4, p is an admissible order on L([0, 1]).

The proof of the claim is simple, therefore omitted.

From now on, we will only consider admissible orders generated by continuous aggregation functions A, B described
in Proposition 3.2. A pair (A, B) of continuous aggregation functions A, B generating such order will be called an
admissible pair of aggregation functions.

Let us prove several properties of admissible pairs.

Proposition 3.3. Let (A, B) be an admissible pair of aggregation functions and let ¢, n:[0,1] — [0, 1] be two
automorphisms. Then the orders generated by the pairs (¢ o A, 5 o B) and (A, B) coincide.

Proof. Observe that the increasing monotonicity of ¢ and #n ensures that the composed functions ¢ o A and o B are
aggregation functions. Due to the injectivity of ¢ and #, and the fact that (A, B) is an admissible pair of aggregation
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functions, for all (x, y), (1, v) € K([0, 1]), the equalities (¢po A)(x, y) = (¢po A)(u, v) and (¢po B)(x, y) = (¢po B)(u, v)
imply (x, y) = (u, v). As automorphisms are strictly increasing mappings, the result follows. [

Proposition 3.4. Let (A, B) be an admissible pair of aggregation functions. Then the function d4: [0, 1] — [0, 1]
given by do(x) = A(x, x), is strictly increasing.
The same holds for the function dp: [0, 1] — [0, 1] given by dp(x) = B(x, x).

Proof. Although the result for d4 follows directly from Theorem 3.2(ii), we give here a more detailed proof. Assume that
d4 is not strictly increasing. Then there exist x, y € [0, 1], x < y, such that d4(x) = d4(y), i.e., A(x, x) = A(y, y).
From the monotonicity of A it follows that A is constant on the square [x, y] x [x, y]. As the order defined by an
admissible pair (A, B) is linear, B restricted to [x, y] X [x, y] must be an injective function, otherwise there would be
non-distinguishable points. Let (u, v) be any point, such that x < u<v < y. Denote ¢ = B(x,x) and d = B(y, y).
Then ¢ < B(u, v) < d. If we define the mapping ¢: K ([0, 1]) — [0, 1] by

1
¢(a,b) = E(B(x +a(y —x),x +b(y —x)) — ),

then ¢ is a continuous order isomorphism between K ([0, 1]) and [0, 1], which is in contradiction with Theorem 3.1.
The result for dp can be proved similarly. [

Proposition 3.5. Let (A, B) be an admissible pair of continuous aggregation functions. Then there exists an admissible
pair of aggregation functions (A’, B') such that A’, B’ are idempotent continuous aggregation functions and the orders
generated by the pairs (A, B) and (A’, B') coincide.

Proof. Given an admissible pair of aggregation functions (A, B), define the functions ¢, #: [0, 1] — [0, 1] by ¢(x) =
d;l(x) and n(x) = dgl(x), where d4 and dp are functions introduced in Proposition 3.4. From this proposition it
follows that the functions ¢ and # are well defined, and due to the continuity of A, B, they are automorphisms of the
unit interval. Thus, by Proposition 3.3, the pair of aggregation functions (¢ o A, n o B) generates an admissible order
equivalent to the order <4 p. As for each x € [0, 1],

(¢ 0 A)x, x) = (A(x, x)) = d ' (da(x)) = x,

and similarly (n o B)(x, x) = x, the aggregation functions ¢ o A and n o B are idempotent and it is enough to take
Al=¢oAand B =noB. O

Note that for some admissible orders we can characterize all pairs of aggregation functions (A, B) generating the
discussed order.

Proposition 3.6. Let (A, B) be an admissible pair of aggregation functions. Then <4 p==y x (i.e., we obtain the
Xu—Yager order) if and only if the level lines in K([0, 1]) of A and the arithmetic mean are the same objects (i.e.,
A(x,y) = A(u,v) for some (x,y),(u,v) € K([0,1]) if and only if x + y = u + v) , and the sections B, :
[(max(0, ¢ — 1) + min(c, 1))/2, min(c, 1)] — [0, 1] given by B.(u) = B(c — u, u) are strictly increasing for each
cin ]0,2][.

Proof. The sufficiency is a matter of an easy processing only. To see the necessity, recall that [x, y] <y x [u, v] implies
X 4+ y<u+v,and if <y x==<4 p also A(x, y)<A(u, v). Clearly, if x + y < u + v then necessarily A(x, y)<A(u, v).
Suppose that for some (x, y), (u, v) € K([0, 1])itholds x +y < u 4+ v but A(x, y) = A(u,v). If x <wuand y < v,
then A is constant on the rectangle [x, u] x [y, v], a contradiction with Theorem 3.1. If x = u and thus y < v, then
A is constant on the triangle connecting points (x, y), ((x + v)/2, (x + v)/2) and (x, v), again a contradiction with
Theorem 3.1 (one can find nontrivial rectangle on which A is constant). The last case when y = v and x < u is similar.
Consequently, A(x, y) = A(u, v) if and only if x + y = u + v. The rest of the proof follows trivially from the fact
thatif x +y =u+v =cand y < v, then [x, y] <y x [u, v] and hence, due to A(x, y) = A(u, v), necessarily
B(x,y)=B(c—y,y) < B(c—v,v)=B(u,v). U
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3.4. Admissible orders generated by mappings K,

A particular way of obtaining admissible orders on L([0, 1]) is defining them by means of K, mappings [5].
For o € [0, 1], define the mapping K: [O, 11?2 — [0, 1] by

Ky(a,b)=a + a(b — a). “4)

As the values of K, can be written as Ky(a, b) = (1 — w)a + ab, K, is a weighted mean. From the statistical point of
view, K,(a, b) can be seen as the z-quantile of a probability distribution uniformly distributed over the interval [a, b].
Take o, € [0, 1], o#f and consider the relation <, g on L([0, 1]) such that

la,b] 2y p [c,d] & Ky(a,b) < Ky(c,d) Vv Ky(a, b) = Ky(c,d) AN Kp(a, D)<Kpg(c, d). (5)

Theorem 3.3. Leto, f§ € [0, 1], a#f. Then the relation <, B defined by (5) is an admissible order on L([0, 1]) generated
by an admissible pair of aggregation functions (K, Kp).

Proof. Letus show thatif K,(a, b) = Ky(c, d)and Kg(a, b) = Kg(c, d), then necessarily (a, b) = (¢, d),1.e., (K, Kﬁ)
is an admissible pair of aggregation functions.
The above equalities lead to the homogeneous system

(1-u)a—-c)+aub—d)=0,
(I—=p)a—o)+ pb—d)=0,

which, if a#p, has the only solutiona —c =0andb —d = 0,i.e.,,a = c and b = d. The relation <, B defines a linear
order on L([0, 1]), and moreover, this order refines the order <», i.e., for all [a, b], [c, d] € L([0, 1)), if [a, b]<;[c, d]
then also [a, D] <, p [c,d]. U

Remark 3.1. The lexicographical orders with respect to the first and the second coordinate are recovered by orders
=u,p as the orders <p,1 and <1 o, respectively.

Proposition 3.7. Let [a, b], [c, d] € L([0, 1]) be two intervals which are not comparable by means of the order <,.
Then there exist a1, a2, By, f5 € [0, 1] such that

la, b] =4, p, [c.d] and [c,d] =4, p, la,b].

Proof. If intervals [a, b], [c, d] are not comparable by means of the order <, then, without loss of generality, we can
assume that @ < c and b > d. If we take o) = f, = 0 and 0p = | = 1, the result follows. [

Remark 3.2. Consider the following toy interval-valued consensus relation:

[0.0,0.8] [0.0,0.7] [0.0,0.75]
R=1]10.2,03] [0.3,0.6] [0.4,0.6] |. ©6)
[0.2,0.4] [0.3,0.8] [0.25,0.6]

In this matrix, the element a;; measures the support of expert j for alternative i. So, if we provide the same value
to all the experts, a possible way of determining the best alternative is just by considering the arithmetic mean of the
supports for each of the alternatives. If we do so, we see that the support for the first alternative A is equal to [0, 0.75];
the support for the second alternative A, is equal to [0.3, 0.5] and the support for the third alternative A3 is equal to
[0.25, 0.6]. In order to determine which is the consensus alternative, we need to order these values. But, if we consider
the order generated by (Ko, K1), our approach leads to the ordering A; < A3z < Aj. On the other hand, the order
generated by the pair (K, Ko) provides the ranking A» < A3 < Aj. Finally, if we choose the order generated by
(Kos, Kog) we arrive at A1 < A < Asz. That is, by picking up the appropriate order we can make that any of the
alternatives is the chosen one.
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Proposition 3.8. (i) Let o € [0, 1[. Then all admissible orders <, g with f > o coincide. This admissible order will
be denoted by <, .
(ii) Let o €]0, 1]. Then all admissible orders <, g with f < o coincide. This admissible order will be denoted by <.

Proof. (i) Take « < f;<f, and assume that the orders <, B, and <, p, are not equivalent. Thus, there exist [a, b],
[c,d] € L([0,1]) such that [a, b] <., [c,d] and [c, d] <o, B, [a, b]. This means that K,(a, b) = Ky(c,d),
Kp (a, b) < Ky (c, d) and Kp, (a, b) > Kp, (c, d). From these facts we can derive

a—c=o(d—c—b+a),
a—c<pyd—c—b+a),
a—c> fyd—c—b+a),

which implies
od—c—b+a)< pid—c—b+a),
od—c—b+a)> fr(d—c—Db+a).

As [a, b]J#]c, d], the previous inequalities yield either f, < « < ff; or f; < o < f5,, which is in contradiction with the
assumption.
The claim (ii) can be proved in a similar way. [

Remark 3.3. Observe that the Xu and Yager order <yx corresponds to the order < 54 . From the statistical point of
view, this order corresponds to the ordering of random variables based on the expected value as the primary criterion,
and on the variance as the secondary criterion (in the case of uniform distributions this is a linear order over their
supports).

4. Concluding remarks

In this work we have introduced a method for building linear orders between intervals by means of two continuous
aggregation functions. These orders include the most used examples of total orders in the literature, such as the
lexicographical orders or the order defined by Xu and Yager. However, by means of an example, we have shown that
there exist problems in which, by choosing the appropriate order, we can force the conclusion.

This last comment leads to the following problem: Which is the most appropriate order for a given problem, in order
to avoid spurious conclusions? An answer to this problem will include at least two questions: firstly, how are these
new orders related to aggregation functions, since the latter are the basic tool in most of the problems considered in the
literature. And, secondly, how may these orders be related to the data in the different problems that can be considered.
In future works, we intend to handle both problems, focusing in particular in how interval-valued Choquet integrals
can be defined by means of these families of orders, since these Choquet integral allow to define many of the most
usual aggregation functions.

As an interesting theoretical problem we open the question of generating admissible orders by means of functions
which are not continuous, in general.
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